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Abstract

This paper presents a systematic design for yield en-
hancement of asynchronous logic circuits using 3-D (3-
Dimensional) integration technology. In this design, the tar-
get asynchronous circuits on one planar device layer which
is fabricated with aggressive technology, are built on fault
tolerant graph models with extra spare resources, and can
be reconfigured by autonomous reconfiguration logic on an-
other planar device layer which is fabricated with conser-
vative technology, in the presence of hard errors. The yield
analysis shows that this method can result in 20–30% over-
all yield enhancement. This method can be conveniently
applied to clocked designs without significant changes.

1 Introduction

Aggressive technology scaling results in continuously
increasing process complexity and wafer handling cost,
making it more difficult and expensive to achieve high
fabrication yield by identifying and eliminating most de-
fects [13]. Due to increased time-to-market pressures, how-
ever, foundries are often forced to start volume fabrication
on a given technology before the fabrication process be-
comes completely mature. Hence, to optimize the circuit
design for better yield and to shorten yield learning stage
have become important issues to semiconductor industry.

With the challenges facing conventional device scaling,
3-D (3-Dimensional) integration technology allows scaling
to continue by shifting the focus from device scaling to cir-
cuit scaling. In 3-D integrated circuits (IC), planar device
layers are stacked, one on top of another in a 3-D structure
where adjacent device planes can be connected by short,
vertical vias [2]. Using 3-D integration, the designer can
construct VLSI systems that exhibit lower interconnect la-
tencies; higher packing densities of circuits; and hetero-
geneous integration of devices of different materials (such
as SiGe and III-V materials) or technologies (such as sub-
micron and nanometer) [2]. During the fabrication of 3-D
structure, each planar device layer can be manufactured and
tested separately. All layers are then stacked and assembled
together with inter-layer interconnects. Figure 1 shows the
diagram of a 3-D structure with two device layers.

Higher clock frequency and decreased feature sizes by
rentless technology scaling present a growing challenge to
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Figure 1. Three-dimensional integrated cir-
cuits with multiple planar device layers.

global clock distribution, making it difficult and expensive
to design a singly-clocked, globally synchronous VLSI sys-
tem. On the other hand, the absence of clock makes asyn-
chronous circuits not suffer such problem, and their ex-
pected performance is decided by average-case (instead of
worst-case) path delay. Besides, it is easy for an asyn-
chronous system to achieve high energy efficiency because
computations are purely data-driven and no dynamic energy
is consumed for an idle component. All these facts make
asynchronous design become an increasingly practical al-
ternative [4]. Future VLSI systems could utilize both types
of circuits: clocked logic for local computations facilitates
circuit design and asynchronous logic for global computa-
tions alleviates clock distribution and timing headaches.

Previous work on circuit design for yield is primarily
based on hardwired N-modular redundancy (NMR) [6, 12]
or fully programmable logic/gate arrays [1, 7, 8]. How-
ever, it is non-trivial to apply hardwired NMR method to
asynchronous circuits without significant timing assump-
tions [11] because the local handshake in asynchronous cir-
cuits makes it unclear when the not-directly-communicated
outputs are expected to match, making the duplication-
and-comparison philosophy ineffective. For programmable
logic/gate arrays, the large number of configuration bits sig-
nificantly slow down the circuit, and explicit fault diagnosis
effort required for manual reconfiguration, considerably in-
creases product test cost.

In this paper, we propose a new design method for yield
enhancement of asynchronous circuits. By utilizing 3-D in-
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tegration technology and adding self-reconfiguration logic
onto a separate reliable device layer, the VLSI system can
recover from hard errors automatically and results in less
product failure probability. Unlike NMR method, no signif-
icant timing assumption has to be made, making this design
suited for asynchronous circuits. Moreover, partial redun-
dancy of this design leads to smaller silicon area, helping re-
ducing hard errors. Compared with fully programmable ar-
rays, only a limited number of configuration bits are added
in this design, largely reducing performance and wiring
overheads. Besides, self-healing behavior spares fault diag-
nosis of target circuits, resulting in less cost of product test-
ing. Section 2 presents that design in detail. Section 3 eval-
uates the potential of yield improvement. Section 4 draws
the conclusions.

2 Defect Tolerant Asynchronous Design with
3-D Integration Technology

A systematic way to build an defect tolerant system is
to make each module defect tolerant. In this case, not only
design complexity can be largely reduced but also smaller
hardware cost is required by adding less redundancy. Fig-
ure 2 shows the framework of our design.

...
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... ...

FSM

Reconfig I Reconfig II Reconfig III

Figure 2. Reconfigurable defect-tolerant
asynchronous system.

In Figure 2, self-checking logic is augmented to each
hardware module so that circuit deadlocks when it is faulty.
Each model is built on a fault tolerant (FT) graph with ex-
tra spare resources. Pass-gates whose control inputs (con-
figuration bits) come from the reconfiguration logic, are
applied to all inputs/outputs and necessary internal wires
of each VLSI module so that the circuit topology can be
changed dynamically. Whenever any error occurs in a mod-
ule, this module deadlocks due to the fail-stop logic. Be-
cause of handshake-based data communication, any dead-
locked module will cause the whole asynchronous system
to stall. Thus, only one deadlock detector (implemented
as a delay line of a current-starved inverter chain [10]) is
required to detect the stall and trigger self-reconfiguration
logic which reconfigures the modules by replacing the
faulty sub-modules with the spare workable ones. After re-
configuration completes, computation restarts from either
the beginning or the last architectural checkpoint.

Due to the absence of comparison procedure, no sig-
nificant timing assumption is required, making this design
suited for asynchronous logic. Unlike fully-programmable
arrays, reconfiguration is implemented at coarse granularity
(module-level instead of gate-level), resulting in much less
configuration overhead. Self-reconfiguration spares fault
diagnosis and manual reprogramming, significantly reduc-
ing product test cost. In addition, the extra reconfiguration
circuitry does not increase packaging expense (which is the
significant part of overall manufacturing cost) because no
additional I/O pin is introduced. The following subsections
further explain this design framework.

2.1 Implementation with 3-D IC technology

In Figure 2, all circuitry (self-reconfiguration and dead-
lock detection) in the dashed box are critical (error-
sensitive) and must be made highly reliable. Otherwise,
the system cannot be reconfigured in the presence of er-
rors. With 3-D integration technology, the system can be
implemented as follows. (i) All the error-sensitive transis-
tors are placed onto one planar device layer (shown as the
top layer in Figure 1) which is fabricated with conservative
technology (such as micrometer or submicron technology
with very high reliability). (ii) The target VLSI circuits (the
VLSI modules which are outside the dashed box) are placed
onto other planar device layers which are fabricated with
aggressive technology (such as deep-submicron or nanome-
ter technology with low reliability).

The 3-D implementation has the following advantages.
(1) By fabricating error-sensitive transistors with reliable
technology, this 3D layout makes those critical circuitry un-
likely affected by hard errors. (2) Inter-device-layer vias
largely reduces wiring overhead between reconfiguration
logic and target circuit, causing less planar silicon area. (3)
Since the error-sensitive circuitry stand by when the sys-
tem is not faulty, using reliable technology causes less leak-
age current and further reduces overall power overhead of
the defect tolerant design, while without noticeably hurting
system performance.

2.2 Fail-stop behavior and fault tolerant graph
models

A widely-used asynchronous circuit template, precharge
half-buffer (PCHB) [9], is chosen for asynchronous logic
implementation. A PCHB circuit can have multiple inputs
and outputs, and it can be used to construct almost any asyn-
chronous logic. For example, an asynchronous MiniMIPS
microprocessor uses PCHBs for more than 90% of its cir-
cuits. Similar to a precharge domino circuit in synchronous
design, a PCHB circuit performs computations using pull-
down (NMOS) networks, making it fast and compact. In
this circuit, each input/output variableX is usually dual-
rail encoded (X0, X1) with an explicit acknowledge (Xe).
Validity and neutrality of the variables are checked and syn-
chronized, generating the common acknowledge to all in-
puts as well as the precharge/enable signal for computation
of current stage. Further details can be found in [9].
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Due to the multi-rail encoded data and explicit
handshake-based event-ordering, the authors in [3] proved
that any failure by a single stuck-at fault in the PCHB cir-
cuit either deadlocks the circuit or produces an illegally en-
coded output (X0X1=‘11’). Thus, fail-stop behavior can be
implemented by adding a checker (NAND gate) onto each
output of a PCHB circuit which blocks the incoming hand-
shake signals in the presence of any illegal output.

In order to achieve reconfiguration, each VLSI module is
built on a fault tolerant graph with extra spare resources so
that faulty components can be replaced with workable spare
ones. In [11], we developed aK-fault tolerant linear array
(called min-spare array) by adding minimum (K) nodes
and necessary redundant internal connections between the
nodes. The left graph in Figure 3 shows a construction ex-
ample of 2-FT 2-node linear array, where2 spare nodes
(shaded),4 external edges (dashed), and5 internal edges
(bold) are added for any2-node fault tolerance. As to VLSI
modules which consist of identical components, they gen-
erally can be modeled as a linear array (e.g., full adder) or a
collection of linear arrays (e.g., multiplier, FIR filter), given
that either data or control propagates linearly through them.
The collection of linear arrays usually can be further simpli-
fied into a linear array through coalescing all nodes of the
same row (column). For all these VLSI modules, min-spare
array model can be reasonably applied.

For VLSI modules of other topologies, theK-fault tol-
erant graph can be simply (K + 1) replicas of the target
module (calledfull-duplication graph, shown as the right
graph in Figure 3). One and only one replica is selected
by enabling its connections with the outside. Compared
with NMR method, onlyK (instead of2K) full replicas
are added to this graph. Other efficient fault tolerant graph
models can be applied to further reduce hardware cost.

2.3 Self-reconfiguration

Reconfiguration in Figure 2 is both dynamic and au-
tonomous so that no manual fault diagnosis and external
reprogramming is required, significantly reducing product
test cost. For asynchronous circuits, on-the-fly fault loca-
tion is non-trivial and generally results in large hardware
overhead, compromising the overall reliability by exposing
more transistors to unreliable environment. In this paper,
we propose a new method: self-reconfiguration is achieved
by searching a workable configuration out of all possi-
ble ones, without fault location. To implement exhaustive
search, finite state machines are utilized to remember the
current configuration and decide the next configuration to
take. Reconfiguration is activated repeatedly until a work-
able setting is found. The following explains further details.

Reconfiguration. The reconfiguration can be implemented
using synchronous logic which is triggered by time-out sig-
nals from deadlock detector(s). Conservative timing can be
applied to guarantee circuit functionality.

Let an asynchronous system consist ofM modules and
K defects are to be tolerated. Each module is built on a
fault tolerant graph. Whenever hard error(s) occur, the sys-
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Figure 3. Fault tolerant graphs.

tem stalls (due to fail-stop) and the deadlock detector acti-
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vates the top finite state machine (shown as blockFSM in
Figure 2) of self-reconfiguration logic. BlockFSM selects
K modules and reconfigures those modules concurrently by
activating the per-module reconfiguration circuitry (shown
as blocksReconfig I· · ·III ). Each per-module reconfigura-
tion logic includes a finite-state machine which is used to
search a workable configuration from all possible configu-
rations of current VLSI module.

Block FSM hasM outputs, and exactlyK of them can
be valid during a reconfiguration so that exactlyK mod-
ules are activated for concurrent reconfigurations. Thus,
the core of blockFSM is a dlog2

(
M
K

)
e-bit cyclic counter

which is used to select all possibleK modules, together
with necessary combinational logic to derive theM out-
puts according to current counter output. For per-module
reconfiguration logic, it depends on the fault tolerant graph
topology utilized in the VLSI module. For a VLSI mod-
ule of full-duplication graph, the per-module reconfigura-
tion logic is simply a (K + 1)-bit one-hot counter (a cyclic
shift register with unique bit-‘1’) for switching to a different
replica. For a VLSI module of min-spare array, per-module
reconfiguration is completed by selectingN nodes out of
N +K nodes (suppose aN -node array). Hence a dedicated
dlog2

(
N+K

N

)
e-bit (whenK � N , M ' Klog2N ) cyclic

counter is utilized to search all possible
(
N+K

N

)
configura-

tions. All configuration bits (which correspond to an em-
bedded isomorphic array with specificN nodes) are then
derived from current counter output, through supporting
combinational logic. Figure 4 shows an construction exam-
ple of self-reconfiguration logic for 1-FT 2-module system.
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Figure 4. Reconfiguration logic.

In Figure 4, Block FSM is a 2-bit one hot counter which
enables 1 module for reconfiguration. Per-module reconfig-
uration circuitry are shown in two dashed boxes. Module
I is built on a 1-FT 3-node min-spare array: 2-bit counter
searches all 4 configurations, and combinational logic de-
rives all configuration bits (for 11 edges) accordingly. Mod-
ule II is built on a 1-FT full-duplication graph (composed of
2 full replicas): a 2-bit one-hot counter chooses the corre-
sponding replica by enabling its connections with external
environment. Primary inputTO comes from deadlock de-
tector, and it becomes high when system deadlocks, acti-
vating reconfiguration circuitry.TO is delayed so that FSM
becomes updated before per-module reconfiguration starts.

At the end of each reconfiguration,TO will be reset to low.

Defect recovery time. Defect recovery time is decided by
the number of configurations the system has tried before it
finds a workable one. Although concurrent per-module re-
configurations might unnecessarily reconfigure non-faulty
modules, they significantly reduce defect recovery time.

Let µd be the total time required by one reconfigura-
tion. Depending on the system complexity,µd is generally
in terms of microseconds or milliseconds. The worst de-
fect recovery timeTr, which can be used to estimate the
expected defect recovery time, is that system has tried all
possible configurations and only the last one is workable.
In this hierarchical reconfiguration framework, we have
Tr =

∑P
i=1 τi whereP =

(
M
K

)
andτi is the longest worst

defect recovery time of current selectedK modules. If that
module is built on full-duplication graph,τi = (K+1)µd; If
that module is of min-spareN -node array,τi =

(
N+K

N

)
µd.

Defect recovery time is reduced with smallerM andN
(given K). M is reduced by partitioning VLSI system at
coarser granularity, andN becomes less by dividing linear
array(s) into larger nodes. During product testing, the defect
recovery (test-and-reconfiguration) time can be minutes or
hours. Hence, the total configurations of this defect tolerant
design can be up to hundreds of thousands or even millions
(if µd is in terms of milliseconds). Thus, this self-recovery
method can be conveniently applied to large VLSI designs.

3 Evaluation

In this section, we investigate yield enhancement of the
defect tolerant design with 3-D implementation. One prob-
lem for traditional yield modeling is that model parameters
are specific to fabrication process and layout, and they are
generally hard to be reasonably estimated [6]. In order to
make general conclusions, we examine the yield of the de-
fect tolerant design based on the assumed yields of baseline
circuit, instead of physical parameters such as critical area
and fault density. LetYo be the yield of baseline circuit, and
Yft be the yield ofK-defect tolerant circuit. To make the
conclusions independent on fault clustering factors, we as-
sume faults to occur independently. Thus,Yft is pessimistic
and the yield enhancement results are conservative.

For the defect-tolerant circuit of min-spare array topol-
ogy (suppose it is aN -node array andYn is the survival rate
of each node), the yield is the probability that at leastN out
of N + K nodes survive.

Yft =
N+K∑
i=N

(
N + K

i

)
(Yn)i(1− Yn)N+K−i (1)

Because faults occur independently,Yn = N
√

Yo.
For the defect-tolerant circuit of full-duplication graph

topology, the yield is the probability that at least 1 out of
K + 1 replicas is workable.

Yft =
K+1∑
i=1

(
K + 1

i

)
(Yo)i(1− Yo)K+1−i (2)
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By choosing defect tolerance at coarse granularity (e.g.,
large module and array node sizes), we can easily make
the overhead of pass gates and extra wiring in fault tolerant
graphs negligible so that the extra area of vias between con-
figuration logic and target circuits can be reasonably omit-
ted. Thus, the calculated yields using equations (1) and (2)
are good approximations to the real results. Next we extend
the yield calculations to 3-D structure.

For the baseline (non-FT) circuit of 3-D IC withL lay-
ers, we assume that all device layers are fabricated with the
same technology and the yield of each layer is the same
(Yo). Thus, the overall yield can be calculated as

Y 3D
o = (Yo)L (3)

For the defect-tolerant circuit of 3-D IC, an extra layer
(called configuration layer) is added for reconfiguration
(and deadlock detection) for the target circuitry on the
other L layers (calledtarget layers). For simplicity, we
assume the yield of each target layer is the same (Yft).
We also assume all circuits on target layers are of uniform
fault tolerant graph topology (either min-spare array or full-
duplication graph) and investigate the corresponding yield
enhancement. The yield of a general defect tolerant design
with hybrid graph topologies, can be estimated as some in-
termediate between these two extremes. The overall primi-
tive yield of defect-tolerant design isYcfg(Yft)L. Due to
the extra configuration layer, however, some silicon dies
which are supposed to be used for target circuitry are al-
located for reconfiguration logic. To count such silicon cost
penalty, the overall (effective) yield of defect-tolerant cir-
cuit is calculated as follows,

Y 3D
ft =

L

L + 1
Ycfg(Yft)L (4)

whereYcfg the yield of configuration layer.
Yft in equation (4) can be derived fromYo using equa-

tion (1) or (2), depending on the graph topology. Because
configuration layer uses conservative technology,Ycfg is
calculated in a different way. Suppose the transistor count
of reconfiguration circuit for theith target layer isT i

cfg and
the transistor count of the circuit on theith target layer isT i

o.
Let λcfg andλo be the minimum feature sizes of configu-
ration and target layers respectively. Since all layers of 3-D
structure are of the same area and all reconfiguration logic
share the same configuration layer, the technology scaling
factor for configuration layer can be estimated using tran-
sistor counts as follows,

S =
λcfg

λo
=

√√√√ 1
L

∑L
i=1 T i

o∑L
i=1 T i

cfg

(5)

With yield scaling model in [5], the yield of configuration
layer can be estimated as

Ycfg = SP−1√
Yo (6)

where,P is a constant of defect-size probability density
function and usuallyP ' 3 [5]. By choosing appropriate

fault tolerance granularity, it is easy to makeT i
cfg to be no

more than4−5% of T i
o [11]. HenceS can be approximated

to be5/
√

L. Yield of Y 3D
ft for both graph topologies can be

calculated by plugging equation (6) into equation (4). In
the remaining of this section, we investigate the changes of
yield enhancement (Y 3D

ft −Y 3D
o ) by varyingYo with respect

to differentNs,Ks andLs respectively.

Impact of N . According to equations (1) and (2), only the
yield of min-spare array circuit depends onN . The impact
of N to the overall (effective) yield enhancement is investi-
gated with givenK andL. We choose the number of target
layers (L) to be3, as this number has been proved to be
reasonable in terms of area-performance efficiency and heat
dissipation [2]. Figure 5 shows the results withK = 1. The
curves are similar for otherKs.
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Figure 5. Overall yield enhancement of 3-D FT
design with varying N (K = 1, L = 3).

Figure 5 shows that the defect tolerant design can im-
prove the overall yield by up to 45%. When baseline yield
is too low (<30%), a very small yield improvement can be
earned from adding redundancies, resulting in only a lit-
tle overall (effective) yield increase. When baseline yield
is high enough (>95%), the potential of primitive yield in-
crease becomes very limited so that even the ideal primitive
yield improvement cannot compensate the inherent silicon
cost penalty (due to extra configuration layer), resulting in
even lower overall (effective) yield. For other cases, there
is significant yield improvement (20%–30% on average).
These results show that this defect tolerant design is able to
noticeably reduce fabrication loss for immature technolo-
gies, helping profitability of foundries in the presence of
increased time-to-market pressures.

For the cases of differentNs, finer fault tolerance granu-
larity (largerN ) helps reduce overall failure probability, re-
sulting in higher yield enhancement (given all other param-
eters). Such improvement, however, becomes less signifi-
cant with largerN . Note thatN cannot be too large. Oth-
erwise, the transistor count of reconfiguration logic will be
increased dramatically [11], which may break the assump-
tion made for scaling factor approximation and cause the
aforementioned yield estimate inaccurate. In the remaining
of this section, we chooseN to be 4 in order to preserve
that assumption while without significant yield loss com-
pared with otherNs (according to Figure 5).
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Figure 6. Overall yield enhancement of 3-D FT design with varying K (L = 3).

Impact of K. Figure 6 shows the overall yield enhance-
ment of both fault tolerant graphs with respect to differ-
ent Ks. Generally speaking, more faults can be tolerated
with higher K, and the system is more likely to survive
from defects. Thus, the overall yield enhancement becomes
higher with largerK (given all other parameters). Because
min-spare array achieves fault tolerance at finer granular-
ity, it generally results in more yield increase than full-
duplication graph (givenK andL).

Impact of L. We examine the changes of overall yield en-
hancement with respect to different number of target layers.
Figure 7 shows the results forK = 1, and the curves are
similar for otherKs. In this figure,X-l denotesL = X − 1
(target layers). The overall (effective) yield calculation
takes silicon cost penalty (due to extra configuration layer)
into account, and such fixed penalty becomes more signif-
icant for less target layers, generally reducing the yield en-
hancement with smallerL. For 2-l case, such penalty be-
comes 100% and there is no yield enhancement. At the
same time, the primitive yields (without considering such
penalty) are always increased (for instance, the curves of
X-l-p), and the overall (effective) yield is improved as long
as the primitive yield increase can compensate the config-
uration cost. Although more target layers (largerL) tend
to amortize silicon cost penalty, it results in more config-
uration circuitry on the configuration layer and thus more
transistors there, making the fabrication technology for re-
configuration logic less conservative and reducingYcfg. For
low Yo, the reduction ofYcfg by largerL is more significant
than the savings of amortized configuration cost penalty.
Hence less target layers results in higher yield enhancement.
WhenYo increases (>40–50%), silicon cost penalty savings
begin to dominate, and largerL results in better yield en-
hancement. Note that there cannot be too many device lay-
ers in a 3-D structure. Otherwise, inter-layer via overhead
must be taken into account, and heat dissipation as well as
electromagnetic interaction become problematic issues [2].

Comparison with NMR. We compare the overall yields
of this defect-tolerant design with traditional NMR method.
Both designs achieve defect tolerance without external in-
tervention. However, our design is more suited for asyn-

chronous circuits because it does not require significant tim-
ing assumption. With different amounts of extra hardware
resources, two design methods achieves different primitive
yields. For fair comparison, we take spare resource over-
heads into account for effective yield calculations, and we
call the resultsnormalized yields, which reflects the cost-
effectiveness of a design for yield. Let the 3-D structure
haveL target layers.

Regarding theK defect-tolerant design of min-spare ar-
ray (supposeN -node array),K out of N + K nodes are
spare resources. The overall normalized yield is,

Y 3D
min =

L

L + 1
Ycfg(

N

N + K
Yft)L (7)

Regarding theK defect-tolerant design of full-duplication
graph,K full replicas are spare resources. The overall nor-
malized yield is,

Y 3D
dup =

L

L + 1
Ycfg(

1
K + 1

Yft)L (8)

For NMR design,2K full replicas are spare resources1. The
overall normalized yield is,

Y 3D
nmr = (

1
2K + 1

Ynmr)L (9)

where,Ynmr =
∑2K+1

i=K+1

(
2K+1

i

)
(Yo)i(1− Yo)K+1−i

Figure 8 shows of the normalized yield enhancements
of the defect-tolerant design with respect to NMR method
(Y 3D

min−Y 3D
nmr andY 3D

dup−Y 3D
nmr) for differentKs. Here we

chooseN to 4 andL to 3.
Several observations can be made from Figure 8. First,

this defect tolerant design results in higher normalized yield
than NMR because fault tolerance is achieved at finer gran-
ularity: less silicon penalty is introduced, which is able
to compensate its smaller primitive yield increase. With
higherY o, the primitive yield improvement reduces, mak-
ing silicon penalty become dominant. This explains why the

1We omit the majority voter and the yield results are optimistic.
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Figure 7. Overall yield enhancement of 3-D FT design with varying L (K = 1).
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Figure 8. Overall normalized yield enhancement of 3-D FT design with varying K (L = 3).

normalized yield enhancement curves all monotonically in-
crease with respect toY o. WhenY o is close to 100%, there
is no normalized yield enhancement for both designs. But
our design results in less normalized yield loss than NMR.
With the aforementioned analysis, it can be concluded that
this fault-tolerant design is more cost-effective than NMR.
Second, largerK results in more fault tolerance capability
but requires more extra hardware resource. For the defect-
tolerant design, less normalized yields are expected with
largerK because the extra hardware cost required becomes
more significant than the primitive yield improvement. The
only exceptional case is min-spare array with very small
baseline yields (<20–30%) where the primitive yield in-
crease always dominates.

Comparison with PLA Method. We give a coarse com-
parison of our defect-tolerant design and PLA method, as
PLA hardware structure strongly depends on the circuit
functions and it is hard to make general quantitative com-
parisons. Although PLA method could result in lower hard-
ware overhead due to its fault tolerance at even finer gran-
ularity (gate-level instead of module-level), explicit fault
diagnosis and manual reprogramming make the defect tol-
erance offline and increase the product test cost. Besides,
PLA could cause noticeable performance degradation due
to the large number of programmable gates. Compared with

PLA method, however, our design implements reconfigura-
tion at coase granularity, makes fault tolerance autonomous
(thus reducing product test cost) and requires less configu-
ration bits (thus smaller performance overhead).

4 Conclusion

This paper proposed a general asynchronous design for
yield enhancement. With extra spare resources and specific
self-reconfiguration logic, the VLSI circuits can maintain
functionality in the presence of hard errors. The evalua-
tion showed that this design results in significant yield en-
hancement (∼20-30% on average) (even with pessimistic
evaluation). Unlike traditional NMR method, this design is
suited for asynchronous circuits (due to no comparison pro-
cedure) and more cost-effective in terms of yield improve-
ment (due to fault tolerance at finer granularity); Compared
with PLA and FPGA-based methods, this design largely re-
duces product test cost (due to purely hardware-based au-
tonomous reconfiguration) and results in less performance
overhead (due to less programming bits).

This defect tolerance method can be conveniently ap-
plied to synchronous designs without significant change,
and similar yield enhancement curves are expected (al-
though the numbers might be different). Note that different
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methods should be used to implement fail-stop behavior in
target clocked circuits. One way to do this is duplicating the
target circuit and comparing the results off the critical path
on each clock cycle. If any mismatch is reported, the global
clock will be shut down, activating online reconfiguration.
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